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Abstract. The present paper describes the development of an eddaexperimental platform, designated for process
modeling, simulation and analysis of technical d¢bods and fault diagnosis in a real and/or sinedatndustrial
processes and systems states. The developed ezptainplatform was applied in the research and ldpweent
studies as well as in the teaching programs ofarebestudents and professors in Technical UniyersitSofia,
Bulgaria.
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1. Introduction Electrical Engineering, Automation, Electronics and
The successful completion of the so muchinformatics the Laboratory of Reliability and
sophisticated tasks, likénsulation and analysis of Diagnosis etc.).
systems states, during the Fault Diagnosis (FD)
proceduresfequires also development of specific 2. Design and development of the experi-
Experimental Platformd2, 6, 7]. mental platforms mainframe — general
In general, such type of experimental platforms  modules, operational devices and control
must be equipped with an incorporated and/or systems

exterior, mo_dular algorithmic and programmi_n_g The general structure of the experimental
systemsdesignated foprocess modeling, condition natform is shown at Figure 1.

simulation and evaluation, fault diagnosis and  The main modules of the developed platform
reliability evaluation[1, 3, 4]. respectively are:

The general purpose for the creation of ',  pjatforms Main PC:
specific experimental platforms must always be Central Processing Unit (CPU Board):
object-oriented i.e., these platforms should be Electrical Motors (from | thru V): ’
capableo createvarious kinds ofnitial data bases Incremental Encoders (sensorsi'
containing the necessary and the specific : _ ’
diagnostic information, (applied during the pattern * Inductive Sensors, _
recognition procedures)to simulate different *  Sensor Electronic Device (SED);
technical  conditons and systems states, ° Control System and Electronics;
to developvarious representative process models * PSU for the Motors and for the Control

(even under stochastic and/or fuzzy operating System;

conditions), to detect and to isolatdaults and » Platforms steel base and cable lines.
failures andto overcomesome possible measuring The CPU-programmable controlleri.e., “The
errors [3, 5, 6, 7]. Board” (see Figure 2), represents in fact tioge of

Thepresent paper describes the development ofhe platforms control system. The board is designed
an advanced experimental platform, designated foto perform all activities and specific calculations
process modeling, simulation and analysis ofheeded for analysis and treatment of the specific
technical conditions and systems states during thélata bases (supplied by the sensdesyenerate the
development of fault diagnosis procedures in reanecessary control actiongdeveloped under the
and/or simulated industrial processes and systenpecially designed control algorithms), @ndapply
conditions. the analytic and decision-making procedyres

The created Experimental Platform was appliedgenerated in the platforms main computer.
in the research and development activities, as well The CPU-controller (the Board) is incorporated
as in the teaching programs of PhDs studentd the platforms structure, but can also be used
assistants and professors from Technical Universitjndependently, i.e., when performing some research
— Sofia, (and more specifically at the Departmént oOn an industrial system, (under real operation
Mechanical Engineering, the French Faculty ofconditions).
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Fig. 4. The developed experimental platform — ehticompleted and ready for experiments
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The CPU-controller is of the STM32-SK Main Application
model, and is manufactured B Microelectronics Nntelligent Diagnostic and Contral Canter/
Corp. It is of an APM 9-generation, and possesses H H
an uCOS Micrium Operating Systemwhich can -
provide a real time processing of the information, Main task
with a maximal frequency of 72 MHZ, thru 16 Communication |ayer
channels, 7 timers, and 80 high-speed entry/exit Data management layer || “COS
devices.

The incremental encoders are of the model enters e Rilrel el =y

KUBLER, series 2400, with maximal impulse Fig. 5. Multi-layer, Hierarchical Structure of t@eneral

frequency of 160 kHz, 12 000 rotations per minute Control Algorithm (GCA)
(maximal), and a signal level of generated logical
zero 0.5 V. The third level (always from the top) of the

The induction sensors are manufactured in TUGCA is the “Communication Layer”. It is designed
— Sofia, and are designated to generate digitaio perform the reception, the transfer and theofoll
signals, during the creation of stochastic andyfuzz up of the generated commands (and the treated data
process realizations (applied respectively in theas well) between the platforms “Board” and the
learning procedures of the Pattern Recognitiormain PC.
algorithms). The purpose for the creation of a “Data

The developed Sensor Electronic Device —Management Layer” (i.e., the GCA fourth level) lies
SED (Figure 3), was specially created for detectiorin its capability to realize and to follow up thata-
and recognition of different types of movementstransfer between all developed GCA modules.
(rotation in this case). The SED is based on a The lower level of the GCA is the “Motor
microcontroller with 8051-core and is equipped Control Layer”, which respectively is developed as
with a wireless communication module. The sensorspecialized Motor Control Algorithm, designed to
part of the SED consists of a tri-dimensionalcontrol the platforms motors.
accelerometer, a tri-dimensional magnetic field A rather sophisticated Board-control Algorithm
sensor, a two-dimensional gyroscope and g*BOACON?”), designed to execute the interactions
microphone. All data, that are collected by theand synchronization between the main layers of the
sensors and treated by the core of the SED aréCA and uCOS-Il kernel was developed and
transmitted to the sensors main PC. applied.

The real status of the developed Experimental The complex structure of BOACON-algorithm
Platform (entirely completed and ready for is shown at Figure 6.

experiments) is shown on Figure 4. The initial three levels of the Board-control
algorithm are designed to perform the initializatio
3. Control of the Experimental Platform — of the control peripherals i.e.:
development of Board-Control and * UART initialization (with Baud Rate of 115200
Motors-Control Algorithms and Software Bauds/sec);
Systems * Initialization of the Analogue to Digital
A multi-layer General Control Algorithm  Conversion (ADC) Unit — the module uses 12

(GCA) is specially created for the Experimental Dits ADC and 6 channels;
Platforms control and its structure is presented at* Initialization of the Basic Peripherals Settings
Figure 5. (BPS) — PWM, Timers, Input/Output (I/O) —

The superior (i.e., the higher) level of the GCA  Selection, etc.
represents the “Main Application” block, which is The kernel configuration and the Task Creation
designed as aoftware Intelligent Diagnostic and are developed on the fourth level of the BOACON-
Control System (DIACON) algorithm.

The second level (from the top) of the GCA is Once the Task Creation activities are fulfilled,
developed as a “Main Task” algorithmic module,then — the Multitasking and the Main Task blocks
which is designated to perform coordination, (designed respectively as a fifth and a sixth fevel
supervision, and execution of the command action§egin to perform.

(i.e., commands), generated by the platforms The Main Task block is developed as an
“Board” (i.e., the programmable micro-controller). infinite loop, of a While/True type, designed to
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fulfil the task management, task synchronizationalso verifies the Protocols, and does the separatio
and task delay options. between the information data-bases (the sources

The Data Receive Task block handles theand/or the generated experimental sets) and the
accepted (the transferred) data, in cases, when theally (i.e., the operational) generated command
Call-back function is being activated. This block actions (i.e., the commands).
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Fig. 6. General Structure of the Board-Control Altfon “BOACON”

The Data Transmit Block does the actual Actually, the Data Management Block is one of
transfer of the already treated data and commandse most important modules of the BOACON-
(via the Function Call module), towards the Dataalgorithm, since it does the coordination, the
Management Block. There, the currently generatedreatment and the generation of all commands and
answers (i.e., results) are processed and traadferr representative data-bases.

towards the specific PM Control Algorithm (i.e.eth All actions, related to the processing of all
algorithm that controls the operation of the Platfo specific motor-control parameters (i.e., current,
Motors (PM). rotation, time-cycles, etc.), which are generatged b
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the PM Control Algorithm, as well as the at Figure 7. The MOTCON algorithm is creates the
determination of the new settings for the motorbasic levels of the GCA and BOACON algorithmic
control (via the PWM/Timer module), are also structures, where its general purpose spreads over
effectuated in this block. the checking and verification of the motors control

Once the new settings of the motor controlparameters, (current, number of tours, types of the
parameters are generated — then the PM Contralycles, etc.). The command actions (i.e., the
Algorithm starts the new motor control regimes. commands are created via the PWM-control and are

During the realization of all these algorithmic based on PID Speed regulation (Figure 7). The
cycles, the Kernel of the uCOS remains in itsgenerated loop operates until the set time period
current configuration for a time period, defined by expires, or until the new settings (generated e t
the OS time delay. The uCOS system can thu®Pata Management block of the BOACON-
process some other types of tasks (related mainly talgorithm) enter into the MOTCON structure. Once
the modeling and simulation activities), or canthe setting are submitted — then the new phase (i.e
remain in an idle status. a new loop containing an alternative parametric

The general structure of the developedvalues) of the Control algorithm become
“Motors-Control Algorithm (MOTCON) is shown operational.
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PWMW/TIMER Change
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Fig. 7. General Structure of the Motors — Contrigokithm “MOTCON”"

Finally, an enhanced (specificlSoftware Some sample realizations of the DIACON
System, named “Intelligent Diagnostic and performances are shown in Figure 8.
Control System (DIACON), designated for The DIACON software system was also

evaluation and control over the generated processealized as a specific hierarchical structure
realizations, as well as for visualization of the (possessing several processing and decision-making
algorithmic modules was also developed andevels), which provides an enhanced options for
applied in the experimental platforms mainframe.submitting, treatment and evaluation of the data-
The DIACON system was created as a Windowsbases, as well as capacities for learning (supsavis
based Software System, designed undesual C  and/or un-supervised), visualization, storage, and
andVisual Basicenvironment. generation of the required decisions (current
commands and/or final results).
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4. Conclusions

Experimental
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Intelligent Diagnostic
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Fig. 8. A sample realization of the Intelligent Wows-based Software System, (INTEDIACON),
specially developed to control the ExperimentatfBtans functional activities

4.1. The entire mainframe of an advanced!:
Platform designated for process,

modeling, simulation and analysis of systems states
and technical conditions during the development of
Fault Diagnosis in real and/or simulated industrial

processes was designed and realized. The newly
developed Experimental
completed and
experiments

Platform
ready to fulfill
the area of fault

is entirely 5
laboratory

in diagnosis,

operational reliability, simulation and modelind, o
systems technical states, pattern recognition etc.

4.2. Some particular and general

type

algorithms, (of the GCA, BOACON and MOTCON 4.
type), designed for evaluation and treatment bf al
sensors data bases, as well as for flexible confrol
the platforms Central Processing Unit (CPU)g
STM32-SKP, and the platforms motors were
developed and applied.

DIACON, designed for evaluation and control over
the generated process realizations, as well as for,

4.3. An enhanced specific Software SystemS$-

learning and visualization of the algorithmic
modules was also developed and applied in the
experimental platforms operation.
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